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Abstract

We use the concepts of immunodominance and antigenic oscillation for describing a model
of HIV-linfection. We consider not only mutating virions and T-CD4 cells, but also viral reser-
voirs as macrophages and follicular dendritic cells (FDPC). We also consider strong cytotoxic at-
tack against reservoirs and the extra cellular attack on virions, both coordinated by T-CD4
cells. We simulate mutations by a Montecarlo routine. Virus high mutability impairs the immu-
ne system by nullifying the assumed attack by immune cells (CTL) to infected reservoirs. Addi-
tionally our results show that tackling virus invasion and posterior output from reservoirs could
be an important alternative in therapy.

Key words: Cytolithic cells; equilibrium point; mutability; reservoirs; viral escape.

Influencia de los parametros dinamicos
y la mutabilidad viral en la progresion de la infeccion
por VIH-1

Resumen

Se utiliza los conceptos de inmunodominancia y oscilacion antigénica para desarrollar un
modelo de infeccion por VIH-1. Se considera el efecto no solo de viriones mutantes y células T-
CD4, sino también de reservorios virales, como macréfagos y células foliculares dendriticas en-
tre otros. También se considera ataque citotoxico contra los reservorios y ataque extracelular
sobre los viriones, ambos coordinados por las células T-CD4. Las mutaciones se simulan me-
diante una rutina de Montecarlo. La alta mutabilidad del virus desequilibra al sistema inmuno-
légico, al anular el supuesto ataque de las células inmunitarias (CTL) a los reservorios infecta-
dos. Adicionalmente nuestros resultados muestran que bloquear la invasion del virus a los re-
servorios, y la posterior produccion de viriones desde dichos santuarios, podria ser una alterna-
tiva importante en terapia.

Palabras clave: Células citoliticas; escape viral; mutabilidad; punto de equilibrio;

IreServorios.
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1. Introduction

The acquired immunodeficiency syn-
drome goes on as the major threat ever posed
to the world public health. Additionally to im-
pairing the immune system interactions by
storming T-CD4 cells, HIV-1 infects in a no
Cytopathic way immune long lived cells,
among them, macrophages (1, 2, 3) memory
and resting T-cells (3), and lymphoid tissue
(4, 5, 6). Dendritic cells can also be directly in-
vaded by VIH-1 (7). Some indirect mecha-
nisms of invasion to T-CD4 cells, as those me-
diated by dendritic cells (7, 8) or by viral ge-
nomes (9) seem to be very perverse ones. Curi-
ously, a lacking of correlation between the life-
time of the infected cells and T-CD4 counts
has been reported (10). The immune system
can check HIV-1 neutralizing free virions (11,
12, 13), by lymphocyte mediated control of vi-
ral progression, (14, 15), by destruction of in-
fected cells displaying viral epitopes, a fact in-
ferred by the emergence of an anti HIV-CTL
response in the early stages of the infection
(16, 17), and also by the so-called biphasic de-
cay (18). Cytotoxic cells can also pour soluble
anti VIH-1 factors into the blood stream (19).
However, cytotoxic activity of CTL in blood
needs continue stimulation (20), and also the
presence of long lived memory CTL cells (21).
Persistence of viral replication is also required
for maintaining high frequencies of CTL effec-
tors (22). Some aspects of the interaction
virions-anti HIV cells are elsewhere discussed
(23, 24). The eventual failure of the immune
system could be explained as a consequence
of the high viral mutability, but also by the ex-
istence of resistant strains of virions, or slowly
replying ones (25). The antibody mediated re-
sponse is a subject that deserves attention,
especially by the possibility of vaccine design
(26, 27), and also because there exist known
mechanisms for viral escape from humoral at-
tack (28, 29), or by affording the invasion of vi-
rions to macrophages by means of their IgC Fc
receptor fragment. At the advanced stages of
the illness the immune system collapses and
opportunistic infections emerge inducing the
death of the infected organism. These stages

are characterized by an notable increase in the
viral burden, although the currently accepted
source of virions, T-CD4 cells is depressed, a
fact that highlights the need for additional
sources of virions as B lymphocytes (30), sple-
nocytes (31) or follicular dendritic cells (4).

Mathematical modelling should allow
acquiring a better knowledge of complex dy-
namics so that the decisive factors in the
struggle of the VIH-1 and the immune sys-
tem become finally established. There is a
wealth of models of the VIH-1-immune sys-
tem interaction, and we mention here just
the works by De Boer and Perelson (32), and
Wodarz and Nowak (33). A revision of the
state-of-the-art in modeling VIH-1-immune
system interaction can be found in (34),
therefore we remit there to lectors interested
in such topics.

In this work we build various spaces of
parameters related to the immune response,
the viral mutability, and the presence of cy-
tolytic cells. It should be clear that the pres-
ence of known viral reservoirs, until yet not
considered, defines the step control-
progression of the illness, and that it should
be important designing therapies maintain-
ing this control. We discuss in section 2 fun-
damentals of our model, its stability, and
how we include the effect of mutations and
opportunistic infections on its behavior. In
section 3 we show the results of several nu-
merical integrations. The influence of the
immune attack on virions, and also the viral
escape produced by high viral mutability is
explicitly considered. In section 4 we make a
discussion of our results and present our
conclusions. We used AUTOCAD 2000 for
tracing the Figure 1; SIGMAPLOT 5.05 for
the Figures 2, 4, and 9, and routines from
MATLAB 5.3 for the remaining ones.

2. The model

2.1. Fundamentals

We use in this paper a generalization
(35) of a model originally proposed by Nowak
et al. (36) for describing the evolution of AIDS
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Figure 1. a) z, T-helper cells, V 4, Virus, A, T-helper cells creation rate, (o, ), T-helper cells lifetime. In

absence of any other interaction the T-helper cells equilibrium density is z*=1_/w_. Virions
destroy T-helper cells at a rate u, v, z. The full variation rate of the T-helper cells is
A.—u,v,z—w_ z. b) m, healthy reservoirs, m,, infected reservoirs, x,, cytotoxic cells
against the epitope «, (v, cytotoxic cells against the epitope ), 4, healthy reservoirs creation
rate, w,”', healthy reservoirs lifetime. In absence of any other interaction the equilibrium den-
sity of healthy reservoirsis m*, = 1,/ w, . Healthy reservoirs are infected by their interaction
with virions at a rate y v, m,. Anti-a cytotoxic cells destroy infected reservoirs at a rate
pm,, X, . (Anti-f cytotoxic cells destroy infected reservoirs atarate gm,, y,). The full variation
rate for the healthy reservoirsisy ;v ,m, —m., (px, +qy,; )— w m,,.c) g, virions creation rate
in reservoirs, §u, ,, virions creation rate in infected T-helper cells, f,;zv ,;, virions destruction
rate (by an extracellular hit, coordinated by T-helper cells) . Virions invade reservoirs at a rate
Vs Vs M- The full variation rate for virions is g ;m,; +(§u,, — f.5)2v =7 ,myV 5. d) Infected
cells active cytotoxic precursor cellsx,, (y, )ataratec, (k). Forananti-e, x, CTL cell, cytotoxi-
city isacquired by T-helper mediated activation atarate 7c, m,, z, or by T-helper mediated clo-
nation at a rate ¢, m,;xz (similar processes occur for an anti-B, y, CTL cell. The full rate of the
x, (v, ) cytotoxic cells variation is nc, zm,. +c,zm .x, —w,x, (Nkyzm.; +kyzm., vy, —w, ;).
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as an outcome of the interaction of virions, A, A 9n
v, healthy reservoirs, m,, infected reser- h = w*(fu —Eun) > wioy” 671 -1} [2]

voirs, m , T-helper, z, and cytotoxic cells, x,,
and y,. Dynamics of our model is outlined in
the Figure 1 and its detailed mathematical
description is given in the appendix. All our
variables mean densities. An antigen can si-
multaneously present several epitopes, but
the immune system normally recognizes
just one or two of them (36), so we shall only
consider that virions display just two epi-
topes, iwith two variantsi, andi,, andjalso
with two variants j, and j,. We writev , for
a virion exhibiting the variable « of the epi-
tope i, and the variable j of the epitope j. Any
set of healthy cells which is susceptible to be
invaded by the virus, and then to produce vi-
ral particles will be called a reservoir, m,,.

Reservoirs have a lifetime (a) o )_1 and a crea-
tion rate of 4,. A v ,-infected reservoir is
m,, and it lives (w,)"'. T-CD4 cells acting

mainly as coordinators of the immune re-
sponse are called z; they are created at arate

A, and they live a time (wz)_1 . Infected cells

elicit a response of cytotoxic cells (CTL) ad-
dressed against them. CTL directed against
infected cells bearing the « variant of the epi-
tope i are denoted by x,, while those di-
rected against cells bearing the variant § of

epitope i by y,. Cytotoxic cells live (a)Q)_l

and they are created for two different pro-
cesses mediated by T-CD4 cells, activation,
and clonation. A singular aspect of this
model (shared by most of the current models
for the interaction HIV-1-immune system) is
that there is not any analytical way of deal-
ing with it, so we must rely on numerical
work for describing its properties. When we
consider, however, just one viral variant, xx
we found a null equilibrium point (no virions
nor infected cells) given by:

A

'z #* = * _ L E
0 v 11_m11_x1_y1_0' (1]

e

m* = iogz*z
@y

z

This point is asymptotically stable if

2.2. Mutations

HIV-1 high mutability is associated to a
defect in the inverse transcriptase process
used by all retrovirus in the synthesis of viral
DNA from RNA. Not all the mutations are sig-
nificant ones, but just that fraction changing
an existing epitope into a new one, not
checked by cytotoxic cells. We used for our
simulation a Montecarlo routine ruled by the

kernel R = exp(—syaﬁnAt), where s is a vari-

able adjustment parameter which we call
mutability, n is the number of elapsed time
steps and At, the time step interval. R is
compared to the output of a normalized gen-
erator of random numbers, A and each time
that R< A, a mutation takes place. For
t =0, R=1, therefore mutations are un-
likely, while for at - o, R = Oand some of the
possible mutations occur. The fraction of vi-
rions produced each time is . Some of the
outputs of this mutation process are shown
in the Figures 5, 6, and 7.

2.3. Opportunistic infection

We now consider the action of a non im-
munocytopatic agent p for simulating bacte-
rial or tumor infections, which evolve as:

% =ap(1-p) —bpm, [3]
the logistic term takes into account a limited
growth of the infected agent, and the last
term, its uptake by a contact interaction
with macrophages, at a rate b, refinements
to this simple model are immediate. As a
healthy immune system wipe out opportun-
istic infections, we took for our simulations

a wO . .
= o and a = 1, other choices for a imply

0
just arenormalization of our system of equa-
tions.
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3. Results

We used an Euler expansion for work-
ing our resultant set of fourteen coupled or-
dinary differential equations. The outputs of
some numerical integrations are shown in
the following Figures 2 to 9.

3.1. Fulfillment of the conditions

of equilibrium

We begin displaying the output of our
integrator for the case with just one viral
variable, v,,. Figure 2 shows system’s vari-
ables behavior as a function of h for large
values of time (50.000 computation steps).
It is evident the fulfilling of the condition (9).
Dashed lines represent a system obeying
equations (1) to (6), with just a viral variable,
v,,. We have also plotted (solid line) a system
with y,, =0 in equations (1) and (6), and
P, = q, = 0 in equations (3) and (4) (virions
do not enter into reservoirs, and there is no
CTL attack on them). The last situation
seems to be unfavourable for the immune
system. Now we consider situations with

A ;

0

— 1} this is, with strong im-
1
mune response. Figure 3-a shows the tem-
poral evolution of virions, v,,, and T-helper
cells, z, for diverse initial values of both vari-
ables. The immune system keeps its grip
over virus although the initial viral density is
high in some simulations. Figure 3-b is vi-
rus, v,, vs. T-helper cells, zdiagram. All the
trajectories in this space converge toward
the null equilibrium point. Fulfilling of
equation (9) leads to T-CD4" cells perma-
nence and control of the illness. A situation
with weak immune response,

A
h<—%
w

yy(gy - 1} is shown in the Figure 4.
o 0

1

Figure 4-a shows temporal evolution of the
viral and T-helper cells densities. Note that
virus emerges irrespective of the initial im-
mune cells density. Figure 4-b is a virus, v,
vs. T-helper cells, z diagram. Our system
seems to have a finite, and perhaps unsta-
ble, equilibrium point (this is suggested by

101 :' Ty TrTTTYr Yy LI I
Lv
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10° + My = E
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‘.‘ .- z
'.' LY
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Figure 2. System’s behavior for just a viral va-
riant, v |, with cytolithic attack on re-
servoirs (dashed lines) and in absence
of such attack, with no infection to re-
servoirs (solid lines). We plotted vi-
rions, v, infected reservoirs, m,,, and
T-CD#4 helper cells, z. There occurs a
shift in the convergence region from
h=0725to h= 0420 but this shift of
the null point is not caused by CTL at-
tack on infected cells, but for virions
invasion to reservoirs. CTL densities
are negligible, and m, evolution
roughly parallels that of z, so we did
not plot these variables. We took for
this and the remaining figures

y,=035 g,=065 p =q,=4
¢, =k, =055 f,=49u,,225n= 002
A,=025 1.=4 o,=w,=028
, = 140, and f, variable between 3.24
and 5.24.

he fact that all the trajectories in the (z, v,,)
space converge toward a preferential one,
but this trajectory is unbounded.

3.2. Effect of the mutations

Now we show the effect of mutations on
the system’s behavior. Figure 5 displays the
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a) Temporal evolution of viral, and T-
helper cells concentrations for a situa-

. . A
tion with hM>w—°yv.(gl./. lw,—1)
0

strong immune response. Immune sys-
tem controls every infection, irrespecti-
ve of the initial inoculums. b) Plot of vi-
ral density v |, vs. z, T-CD4 helper cells
density. The stable equilibrium point is
easily observed. We took identical va-
lues for the parameters to those in the
Figure 2 but, w,=7 and &=180
(h = 0486). The initial values for the va-
riables were m, (0)= 0.89, m,, (0)= 010,
x,(0)=y,(0)= 010, and the remainde-
ring ones are seen from the figure.
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a) Temporal evolution of our system

0
for h>w—y[j (g;/w,—1),  weak
0

immune response. Immune escape
occurs  irrespective  of  initial
concentrations both of virions and T
helper cells. b) Plot of viral density v
vs. z, T-CD4 helper cells density. All
the trajectories seem converge toward
a preferred one. This fact suggests the
existence of an unstable equilibrium
point. For the purpose of plotting we
arbitrarily truncated all the curves.
Parameters and initial values for the
variables were identical to those in the
Figure 3, but. £ = 210 (k= 0100).
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values of total viral density, E v, and z,
t.J

g
T-CD4" cells density, as a function of h after
50000 steps of integration. Dotted lines rep-
resent a system with just a variable epitope,
this is, with the presence of v,,, v ,, v,;and
v,, variants. This implies that the epitope i
(1) is always seen by CTL. Solid lines repre-
sent another situation with two variable epi-
topes, this is, with the presence of v,,, v,,,
v,, andv,, variants, therefore a delay occurs
since a viral mutation takes place until the

production of specific CTL x, (y ; ) This last

situation is unfavourable for the immune
system, requiring higher values of h for con-
trolling viral emergence. In the Figure 6 we
show the influence of rate of mutation on vi-
ral escape. We displayed there total viral

density, z v, as function of time for three
L.

different values of the mutability, s, and

y
0 1

h > A—Oy‘. (gy - l] for each viral variable v, in
) ®

all the instances, but with the presence of
CTL attack on infected reservoirs. For low
mutability, s= 0.01, immune response con-
trols infection. For moderate mutability, s=
0.1, viral density slowly progress. For high
mutability, s= 1.0, virus has the advantage.
The net outcome of viral high mutability is
impairing CTL attack on infected reservoirs.
Figure 7 is a map of the (h, s) space showing
convergence (control of infection) and diver-
gence (viral escape from immune control) re-
gions. We used here a continuously mutant
system with the v,,, v,,, v, and v,, viral
variants. For each value of a the immune
system keeps a grasp on the infection in the
region under each curve. Then, this figure
displays convergence regions for a continu-
ously mutant system. A more effectively mu-
tant virus (higher «) has the advantage over
the immune response. Saturation observed
for high values of s shows that a too high
rate of mutation does not supply a more ad-
vantageous situation for virus.

3.3 Effect of CTL parameters

Figure 8 shows the influence of CTL ac-
tivity on control of viral progression for three

. wZ T’ICD4 .
instances of the — = ——— ratio (remember

wz ‘[CTL
that 7 = o~ represents the lifetime of an en-
tity). Strength of CTL attack on infected res-
ervoirs is measured by p, and g ; parameters,
whilst activation rate of CTL is measured by
¢, and k; (we took p, = q;, and ¢, = k for all
these simulations) Any point on each curve
represents the minimal value of p, (q) neces-
sary for obtaining immune control (finite,
non null, non diverging values of viral vari-

ables v, and m,) for a given cl.(k j) after

50.000 computation steps. There exists con-
trol of the infection in the region outside
each curve, so we call them activation

)
curves. Note that CTL permanence (lower —
)

ratio) as an activated entity addressed
against a fixed epitope facilitates immune
task (lower values for the parameters
P:-9q;.¢,k;). From the figure is seen that each
one of these curves are bounded and closed,
and therefore there is an attraction valley
containing them. Additionally, this figure

shows that the product of p, (q j) times
ci(k j) parameters, that is, CTL activation

rate times infected reservoirs clearance rate
is the relevant factor for controlling infection
viral. Note, finally that our curves also em-
pirically show the existence of a non null but
non progressing equilibrium point.

3.4. Opportunistic breakthrough

Figure 9 shows the result of our simula-
tions after an opportunistic invasion ruled by
the equation (3). A healthy organism easily
controls the additional, non cytopathic infec-
tion (continuous lines), but a system with
weakened immune system is overwhelmingly
infested by the opportunistic agent (dotted
lines). Thus our system correctly reproduces
the well known fact that on advanced stages
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Figure 5. Comparison  between system
behavior for a case with a fixed
epitope (v,,,v,,,v,; and v , variants)
(dashed line) and other one with two
variable epitopes (v ,,,v ,,v,,, and v,
variants) (solid line). We plotted total

viral density, v, = Euvij (or
2-1 v,;) and z, T-CD4 helper cells vs.
ilj

h,, 1immune response. Immune
system is disarticulated by the
presence of two continually mutant
epitopes (note the rightward shift for
the convergence region for the last
situation). We took w, =20 =14,
I=£<3 and the remaining
parameters identical to those in
Figure 2.

of AIDS infection opportunistic agents invade
the weakened organism.

4. Discussion and Conclussions

The behavior of our system'’s null equi-
librium point is shown in the Figure 2.
Equation (3) is fulfilled by the system, and
this fact suggests that the convergence
threshold could become arbitrarily minute
by makingy , — 0, blocking virions invasion
to reservoirs, a technic suggested in Gigere
and Tremblay (38) and Zhang et al (39), (this

447
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Figure 6. Time evolution of total viral density

E_I_VU for diverse values of the
vly

mutability s. Mutation is ruled by a
Montecarlo kernel § = exp(—sy ,;nAt),
n is the number of steps in arbitrary
units of time, A¢, and s is the mutation
rate. For s=00] low mutability,
virions are quickly wiped out by
immune system. For s= 0., moderate
mutability, viral density oscillates
before slow growth. After mutations
(marked by changes in the slope of the
curves) there are transient increases
in the viral density caused by the
current delay in CTL specific
response. For s= 10, high mutability,
total virions density diverges.

fact also meansu - 0, stopping of viral infec-
tivity to T-CD4 cells) and/or g,, = O (stop-
ping virions production in reservoirs),
and/or w, - »(lengthening life time of active
CTL in the blood stream). Alternatively, f(an-
tibody mediated virions attack) could make
high, but this seems to be a difficult issue,
not only for the lacking of a secure way of sig-
nalling viral epitopes for destruction, but
also by the existence of escape mechanisms
from antibodies control (28). Virion invasion
to reservoirs has been described since long
time, but some aspects of this invasion and
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later behaviour of the virus inside this host
are not yet fully understood, and we think
that these important subjects should be re-
visited. Current therapy make stress in im-
pairing the synthesis of viral DNA from RNA
and also the assembling of viral particles
(blocking viral integrases) (40), that is, in
making § -0 and g, = 0. This goal could
also be reached attacking viral RNA directly,
not just the proteins it encode (41, 42). Tem-
poral evolution of virions and T-helper cells
is shown in Figures 3 and 4. Figure 3 shows
the desired but not yet achieved situation of
immune control. T-helper cells concentra-
tion, zremains constant and virions v, fade.
Figure 4-a agrees with the current behav-
iour of VIH-1 infection: viral breakthrough
and decline of T-helper cells concentration.
Some interesting questions arise from Fig-
ure 4-b. Numerical work suggest that our
system seems to have a finite, and perhaps
unstable, equilibrium point. Could this hy-
pothetical equilibrium point be made both
stable and as small as desired? Could the
flux toward that point become as slow as de-
sired? We found situations with no diver-
gence after more than 50.000 computation
steps (in fact we used such points for assem-
bling our bordering curves in Figure 8). So,
numerical work suggests that the answer is
yes. We recall that there exist no analytical
way to answer to these questions. On the
other side, therapy has reported cases of
non progressing seropositives (43).

Mutation is a hallmark of all retrovirus
and it poses a hard challenge to the immune
system. If CTL do retain their grasp on a viral
epitope, they keep their check of the viral
breakthrough, a fact observed from the Fig-
ure 5. Note that viral control occurs first in
the system with a non-mutating viral epi-
tope, irrespective of the number of existing
viral variables. Figure 6 shows that higher
rate of mutability results in viral advantage.
Viral escape occurs by impairment of CTL at-
tack on infected reservoirs. This fact seems
agree with reports stating that viral break-

0.7

h immune response

0.2 0.4 0.6 0.8 1 1.2 14

s mutation rate

Figure 7. Space of convergence /,, vs. s for a
continually mutant system. « is the
fraction of significant viral mutants
produced each time a mutation
occurs. For each value of & the system
has control of infection in the region
below the curve a = cte Note that 1)
For low and moderate values of s, the
immune response intensity required
for controlling infection grows
exponentially. 2) The higher the
fraction a of significant variants
produced, the higher must be the
immune response. 3) For high s
values, there occurs saturation of the
viral diversity, and a further growth
in s, mutability rate, does not provide
an additional advantage to the virus.

through precedes viremia (44). Once viral es-
cape is well established, a further growth in
the viral mutation rate does not supply an ad-
ditional viral advantage (Figure 7). The satu-
ration of viral production in our model could
also be rooted in the limited number of viral
variables onit (v,,,v,,,v,,, and v,,), or by the
so-called diversity catastrophe (45). The exis-
tence of activation curves bounding regions
of viral advantage is apparent in Figure 8.
This figure also shows that for controlling vi-
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k arbitrary

c=

p=q arbitrary

Figure 8. Immune response activation curves
for some values of  the
0,/ 0, =T,p,/Tey ratio. Ordinate
axis represents the value of the
parameters ¢, =k; necessary for
obtaining system’s  convergence.
Abscise axis has similar meaning for
the parameters p, =g¢g,. Points
forming all the curves had minute, but
non null values for viral densities after
50.000 computational steps. Each
curve delimits the lower boundary of a
convergence region; this is, for a value
of the ratio w, /w_ there is immune
control in the region placed to the left
of the respective curve. Permanence of
activated CTL (measured by their
meantime) facilitates immune task.
We took s= 0.5 and a= 010, and the
remaining parameters, the same as in
Figure 2. Initial values for the variables

were m, (0)=v,(0)= 010,
x; (0)=y,(0)= 005, my(0)=0.89,
z(0)= 0.57.

ral infection, the product p, (q ; ) timesc, (k J.)

parameters must be high. Then, CTL activa-
tion rate times infected reservoirs clearance
rate is the important quantity for controlling
the infection viral. This fact seems to be a

0 - 1000 2000

t, steps

Figure 9. Time evolution of the opportunistic
agent p and T-helper cells z for viral
control  (solid line) and viral
outgrowth (dashed line). Infection
develops as a consequence of
decrease of immune cells density. A
healthy organism easily controls the
invasion, but a weakened organism

common sense rule, but it poses a hard task
on CTL: they not only must be created in a
sufficient high rate, but also they must have
reasonable and continuous antiviral per-
formance. Opportunistic infection is just a
consequence of a diminution of the density of
immunocompetent cells caused by viral at-
tack on them. We conclude that our model
not only reproduces several well stated facts
related to the progression from VIH-1 infec-
tion to AIDS, but also suggests an alternative
for fighting this progression, namely by the
control of the productive viral invasion to res-
€rvoirs.
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Appendix

We begin by introducing the following
symbols:

ma. = Emaj m,, = Emib
J i

(w) =Euiﬂy (7 ¥ p) =Emy’
[ tJ

Dynamics of the healthy reservoir cells is
described by:

dm
dt

=Ao— (yaﬂvrzﬁ)*mo — WM. [A-1]
The equation for the infected reservoir cells

evolution is:

dm
dt

b

=YV Mo — maﬁ(pxa + qyﬁ] — WM. (A-2]

Dynamics of the cytotoxic cell densities are
described by:

dx
— - =nc,zm . +C,Zm . X, —W,X,. [A-3]
dt a a

ay 4

“di =nkyzm.,+kyzm., y, —w, y,. [A-4]
The equation for the T-CD4* cells is:

dz .

a =1, -(w)z-w,z [A-5]
The equation for the virions is:

de af

dt = GoyMys t (Suuﬁ - faﬂ)zvuﬁ YV ap MoV o5 [A-6]
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