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Abstract 
The using of Big Data applications increased exponentially in the last few 
years.  There are some knowledge extracted from huge volumes of data has 
been concerned by several enterprise. The working in Big Data faced chal-
lenges and should do hard. As a result, various types of distributions and tech-
nologies have been developed. This paper present a method for memory map-
ping of image depend on some aggregation function and optimization these 
function using Fireworks algorithm to reduce the size of memory required 
in searching process. Image features extraction used in aggregation function 
and used later for optimization. Three types of feature extraction used image 
descriptors techniques. The proposed method provides abstract domain that 
replaced total data domain and the performance increase the system through-
put and reduce cost.  
   
Keywords: Big data, Cloud Computing, Firework algorithm, feature extrac-
tion    
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Productividad de gestión de memoria en Big data Mul-
timedia usando el algoritmo de Fireworks

Resumen
El uso de aplicaciones Big Data aumentó exponencialmente en los últimos 
años. Hay algunos conocimientos extraídos de grandes volúmenes de da-
tos que han sido preocupados por varias empresas. El trabajo en Big Data 
enfrentó desafíos y debería ser difícil. Como resultado, se han desarrolla-
do varios tipos de distribuciones y tecnologías. Este artículo presenta un 
método para el mapeo de memoria de la imagen que depende de alguna 
función de agregación y la optimización de estas funciones utilizando el 
algoritmo de Fireworks para reducir el tamaño de la memoria requerida 
en el proceso de búsqueda. La extracción de características de imagen se 
utiliza en la función de agregación y luego se utiliza para la optimización 
Tres tipos de extracción de características utilizan técnicas de descriptores 
de imágenes. El método propuesto proporciona un dominio abstracto que 
reemplazó el dominio de datos totales y el rendimiento aumenta el ren-
dimiento del sistema y reduce el costo.

Palabras clave: Big data, Cloud Computing, algoritmo de Firework, ex-
tracción de características

1. Introduction 
The era of Big data has caused a new methods aimed at efficiently us-
ing enormous amounts of data ,thus developing big data applications has 
become gradually significant in the latest years to support managing and 
knowledge detection events. The organization and investigation of this big 
data is a great job for old-fashioned data and data warehouse. The exami-
nation of big data continuously associated with managing data to come up 
with appropriate styles and arrangements that can be used to make deci-
sions, enrich processes, and even drive a new pattern. The ideas of cloud 
computing relies on sharing the resource to achieve uniformity, but big 
data systems (Hadoop) are built on shared nothing principle, where every 
node is self-sufficient and independent. By integrating cloud computing 
technologies, big data, businesses and education institutes could have an 
improved path in the upcoming [1]. The ability in managing storing huge 
amounts of data in diverse structure with less processing time will result in 
data that can guide businesses and educational institutes in rapidly devel-
oping [2]. The moving to the cloud is a big issue regarding confidentiality 
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and safety concerns that is the chief reasons, why companies and educa-
tional institutions is not moving to the cloud. In the following sections will 
have more about the characteristics, trends and challenges of big data. It 
explores the profits and the risks that may increase out of the integration 
between big data and cloud computing [3].
2. Perfect Combination from Cloud Computing and Big Data
Cloud Computing is an environment established on employing and of-
fering services. The service-oriented systems can be clustered, therefore 
different categories will be there. One of the most used criteria to cluster 
these systems is the abstraction level that is offered to the system user. 
Three diverse levels are frequently distinguished: Software as a Service 
(SaaS), Platform as a Service (PaaS), and Infrastructure as a Service (IaaS) 
as shown in Figure 1 from the top to the bottom [4]. 

Some resolutions are proposed to deal with storing and retrieving big 
amounts of data that needed by Big Data and, some of them are presently 
used in Clouds. Internet-scale file systems such as the Google File System 
(GFS) attempts to afford the robustness, scalability, and dependability that 
assured Internet services need [5]. Further resolutions offer object-store 
abilities where files can be pretend across multiple geographical sites to 
enhance idleness, data availability, and scalability. Examples include Nir-
vanix Cloud Storage, Amazon Simple Storage Service (S3), Azure Binary 
Large Object (Blob) storage, and OpenStack Swift and Windows. Though 
those resolutions offer the redundancy and scalability that most of the 
Cloud applications want, they occasionally do not encounter the con- cur-
rency and performance needs of definite analytics applications. The data 
locality is the key aspect in providing performance for Big Data analytics 
applications. Because the volume of involved data, makes it excessive to 
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transmit the data for handling [6]. This was the ideal option in usual high 
performance computing systems: in such systems, that usually concern 
execution CPU-intensive calculations over a reasonable to average vol-
ume of data, it is possible to transmit data to the computing units, since 
the fraction of data transfer time to processing time is minor. But, in the 
situation of Big Data, moving data to computation nodes would generate 
large ratio of data transfer time to processing time. Accordingly, a diverse 
method is chosen, where computation is done to the data located. The 
similar method of traveling data locality was discovered previously in sci-
entific workflows and in Data Grids [7].  
3. Image Features  
The extraction of image featursse involves reducing the amount of re-
sources required to describe a large set of data [8]. When performing anal-
ysis of complex data one of the major problems stems from the number 
of variables involved. Analysis with a large number of variables generally 
requires a large amount of memory and computation power; also, it may 
cause a classification algorithm to over fit to training samples and gen-
eralize poorly to new samples. Feature extraction is a general term for 
methods of constructing combinations of the variables to get around these 
problems while still describing the data with sufficient accuracy [9].
• Statistical Features
The features of an image can be extracted using some statistical method 
in first order and second order. These statistical features are mean, medi-
an, standard deviation, skewness, kurtosis, and co-efficient of variation.  
While in second order, the co-occurrence matrix used to find second mo-
ment features. The main of them are Contrast represent the intensity con-
trast between a pixel and its neighbor over the whole image. Correlation 
represent the correlation of a pixel to its neighbor over the whole image. 
Energy that represent the uniformity the sum of squared elements in the 
GLCM. Distribution of elements in the GLCM to the GLCM diagonal, 
Homogeneity is the closeness [10].
• Histogram Features  
Histogram attribute extraction is considered as a global image feature ex-
traction [11]. A color histogram is employed as the features classification, 
which gives an approximation of the distribution of the colors in the im-
age. These methods will use to compare the images with other images. 
The number of the selected bins and the nearby values will be quantized 
to these bins. 
• Local Binary Pattern Features
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In visual descriptor, a Local binary patterns (LBP) is considered as a type 
for it[12]. It has since been found, it is a powerful feature for texture clas-
sification; it has further been determined that when LBP is combined with 
the histogram of oriented gradients (HOG) descriptor, it improves the de-
tection performance considerably on some datasets. A useful extension 
to the original operator is the so-called uniform pattern, which is used to 
decrease the length measurement of the feature vector and apply a simple 
rotation invariant descriptor. 
4. Fireworks Algorithm
Explosion of fireworks in night simulate in algorithm called FWA that pro-
duced sparks around each elimination [13] as shown in figure 1. It con-
sidered as Swarm intelligence algorithm, local search presented by each 
firework that spark around some positions in 
range called amplitude. The new populations cooperated to find global 
search. FWA contains some characteristics that verify it from other al-
gorithms such as simplicity, locality, distribute parallelism, diversity and 
extendibility [14]. The basic idea of FWA works as follow: first is initial-
izing randomly N fireworks with their fitness value (quality), every one 
calculated to find the number of sparks and the explosion’s range (explo-
sion amplitude). The new generation is obtained by explosion the previ-
ous fireworks and everyone is considered as local search. The amplitude 
balance the global and local space and ensure diversity by generating large 
population in small range and small population in large range, when low 
fitness value, this technique give chance to escape from local minima. The 
mutation in FWA called Gaussian mutation or “Gaussian Spark” and the 
selection strategy may use subset of whole population in each iteration to 
balance the global search [15]. 
5. Explosion Operator
 For each firework in fireworks need, explosion operator that select a num-
ber of sparks in explosion operator is found using equation 1 as follow:

Where Si  is number of spark in each firework, the total number of individ-
ual in firework is (m), the total number of spark is (N), ymax  is the worst 
fitness value in population.  f(xi ) is the fitness value of xi, and ε is small 
value for avoiding division by zero. The amplitude of explosion is found 
using equation 2 as follow: 
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High distances have more chances to be in new generation and increased 
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the diversity of the population.

9. Proposed method 
  The proposed method are used the feature extraction of images that con-
sidered as big data to reduce the amount of memory required for searching. 
These features used as abstract dataset replaced the original data. The Fire-
work algorithm used for optimization the features vector values that useful 
when searching on similar images in all dataset. The proposed method 
steps are illustrated in figure (2). 
• Image Feature Extraction
Reduction dimensionality of image useful in image matching and retrieval. 
Feature extraction used some characteristics of image for find the similari-
ties or differences between images. Feature extraction, and matching used 
to solve computer vision problems in object detection and recognition, 
content-based image retrieval, face detection and recognition, and texture 
classification. Three kinds of features used in this work and all optimized 
using FWA as follow:
o Statistical Features extraction
Use twenty-eight features in total for color image and applied on three-
band color. This method used mean, standard deviation, skewness, and 
variance of each column in image (RGB). For all result vector used mean 
and standard deviation. These all used as first order while in second or-
der used the hue band of image after transformation from RGB color do-
main to HSV color domain and used as gray level co-occurrence matrix 
(GLCM) then find contrast, correlation, energy, homogeneity. 
o Histogram Features Extraction
In Histogram feature used twenty-four bins and other values quantized to 
this bins values. These bin value will normalized by divide the results with 
the summation of total image pixels to find the features. Normalization 
step make the features in accept range and can used in measurement of the 
similarity and differences of images. 
o LBP Features    
LBP feature clue is enthused by the fact that some binary shapes arise more 
frequently in texture images than others. If the binary pattern contains at 
most two 0-1 or 1-0 transitions, so is called uniform. Such as, 00010000(2 
transitions) is a uniform pattern, and 01010100(6 transitions) is not. In the 
computation of the LBP histogram, the histogram has a separate bin for 
each uniform pattern, and a single bin for all non-uniform patterns.     
• Group by Features
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Group by applied on feature vector and find the unique value of each one. 
Group by method applied on all features vector that extracted before. It 
groups a selected set of rows into a set of summary rows by the values of 
one or more columns or expressions. For each group, one row is returned. 
In the select clause list , the aggregate functions provide information about 
each group instead of individual rows.     
• FWA Optimization
The main step in proposed method is optimization step that used FWA for 
optimization the output of previous step. The first insert image features 
that equal to k and each feature represent by the centroid of each cluster. 
The second step select the number of sparks. The next step is to select the 
number of groups for each k,and the number of features that represent the 
dimension of the algorithm. After these steps, the number of iteration is 
selected. For each spark, find the upper and lower bound and these and 
for each spark specify the dimension of it. Apply Gaussian spark for each 
group in FWA and find fitness function that have minimum values which 
represent the best value. Update the group values for each iteration and 
select the best solution that used minimum memory mapping at all and be 
useful in searching for image information.
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10. Experimental results
In proposed method, three kinds of feature extraction applied to find the 
memory required of each kind of them. The first method of feature extrac-
tion was statistical feature, the second is histogram features, and the third 
method is local binary pattern features. The first method consist of twen-
ty-eight features each column will first apply group by method as aggrega-
tion function as shown in figure (3). These will reduce required memory by 
used memory mapping. The FWA optimized required memory by

The second method consist of twenty-four features each column will first 
apply group by method as aggregation function. These will reduce required 
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memory by used memory mapping. The FWA optimize the required mem-
ory by reducing the size of it.

Figure (5): Reduction in total size of statistical features 
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The third method consist of sixty features each column will first apply 
group by method as aggregation function. These will reduce required 
memory by used memory mapping. The FWA optimize the required mem-
ory by reducing the size of it. The FWA optimize the required memory 
by reducing the size of it. The total steps of implementation of proposed 
method with LBP features explain in figure (9). 

• Performance Measurement
  The performance of FWA depend on several parameters such as the type 
of feature extraction used for description. Also the parameters used in 
FWA such number,  of maximum sparks, the upper and lower bound, max-
imum amplitude, Gaussian mutation, number of iterations used to find the 
optimized value of each feature as aggregation function table (1) explain 
the result of features as a method of mapping.

Conclusion 
The memory management productivity are present in this work depend on 
FWA as optimization method. It used for different kind of feature extrac-
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tion. FWA implemented depending on the behaviour fireworks explosion 
and the amplitude of each spark. FWA present a better diversity solution 
through solving problem and high parallelism ability. The other charac-
teristics is simplicity in mutation operator and in selection operator. FWA 
perform well and reduced required memory when compare the results with 
the using only aggregation function on the same image big data. To en-
hance convergence rate and the accuracy of FWA optimization problem 
may use different type of mutation method and may use dynamic evalua-
tion on the parameters used in FWA iteration. 
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