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Mathematical models for evaluating efficiency and quality of 
means for synchronization of interacting processes in 
reconfigurable computer systems 
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ABSTRACT  

In this paper, the modelling method is applied to evaluate the performance characteristics 
of various methods for synchronization of parallel processes in order to determine which 
way to use to implement them: software or hardware. Comparative characteristics of 
process synchronization by the spin lock method and the core lock method are presented. 
Charts have been constructed that display the obtained characteristics. 

KEYWORDS: reconfigurable system, operating system, shared resource, process 
synchronization, task manager, model, stochastic network 

  

 
 
Modelos matemáticos para evaluar la eficiencia y la calidad de los 
medios para la sincronización de procesos interactivos en 
sistemas informáticos reconfigurables. 
 

RESUMEN  

Se aplica el método de modelado para evaluar las características de rendimiento de varios 

métodos para la sincronización de procesos paralelos con el fin de determinar qué forma 

utilizar para implementarlos: software o hardware. Se presentan las características 

comparativas de la sincronización de procesos mediante el método de bloqueo de giro y el 

método de bloqueo de núcleo. Se han construido gráficos que muestran las características 

obtenidas. 
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Introduction 
 

The performance and reliability of an operating system largely depend on how the 

functions of computing process control are implemented: in the user space or the kernel of 

the operating system and how are they performed: in software or hardware. Traditionally, 

most of the operating system functions, including those for reconfigurable systems, are 

implemented in software and only part of the functions, such as interrupt control, 

calculating the executive address in virtual memory systems, providing cache coherence, 

and some others are implemented in hardware. Currently, reconfigurability is used both in 

universal computing systems, for example, based on multi-core processors, and in 

specialized ones implemented, for example, in systems based on a chip (Martyshkin, 

2018a). The traditional approach to the implementation of an operating system acts as a 

brake for obtaining high performance and reliability, therefore, the current trend in the 

development of the operating system is associated with the expansion of the set of 

functions implemented in hardware. These include the synchronization functions for 

interacting parallel processes associated with access to shareable resources. 

To implement synchronization, there are used mutual exclusion methods which are 

implemented through the critical sections mechanism (variable locks, mutexes, 

semaphores) and the monitor mechanism (Kreutzler, 1986; Tenembaum and Bos, 2015). The 

critical sections mechanism is that if a process trying to access shareable resources finds it 

busy, then it must wait for it to be released. This waiting can be organized in two ways: 

either being in a state of active waiting, i.e. occupying a certain processor, continuously try 

to access its critical sections, or, having released the processor, switch to the locked state 

until critical sections and some processor are simultaneously free. The first strategy is 

implemented in user space and is called spin lock or spinning. The second strategy is 

implemented by the operating system and is called as locking in the kernel.  

Obviously, there are disadvantages in each of these strategies. When spinning is 

used, the processor performing the corresponding process stays in unproductive idle time 

waiting for access to shareable resources. Blocking a process in the kernel leads to 

switching of a current process and, consequently, to a possible reload of the cache memory 

of the corresponding processor, which, firstly, requires certain time costs and, secondly, 

increases the likelihood of a cache miss. With respect to the performance of the respective 
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processor, it is believed that the blocking procedure is equivalent to the loss of t cw clock 

cycles required to switch the process. 

The monitor is an intermediate strategy between spinning and blocking, in which 

the spin lock time is determined by some random value t s until the process reaches the 

monitor entry. Upon reaching the monitor entry, the process either is serviced or leaves the 

monitor if it is found that the shareable resource is occupied by another process and is set 

by the kernel in a special queue of blocked processes (Martyshkin, 2018 b; Martyshkin, 

2016a; Martyshkin, 2019).  

Shareable resources can be characterized as lively or unlively. The shareable 

resources that are often accessed, that is, the interval between requests is small 

(Martyshkin, 2016b; Tenenbaum and Bos, 2015) or otherwise with high-intensity request 

flows, are lively. If the request intensity is high, then a queue will form before the shareable 

resource, leading to delays in the execution of processes. The shareable resources which are 

unlively do not create queues and, therefore, delays when accessing the critical section of 

the corresponding process. We consider the impact of lively and unlively shareable 

resources on the performance of a reconfigurable computation system by estimating the 

average process time through using stochastic queuing networks and compare the 

performance of a reconfigurable computation system for process synchronization strategies 

based on the critical section mechanism.  

  

1. Mathematical configurable computer system using process synchronization by 

the spin locking method 

The proposed model includes P statistically identical processes (flows), execution of 

each of them can be considered as an alternation of the computing phase of the processor 

(all N processors are also the same) with access to one of M statistically identical shareable 

resources, each of which is selected with a probability of 1 / M, i.e., there is an equally 

probable choice of shareable resources (Martyshkin, 2016e; Martyshkin and Yasarevskaya, 

2015). Each process at the end of the calculation phase (the average time of which is tp) 

with probability  requires access to the i-th shareable resource. At the same time, the 

process is not blocked, but remains in standby mode (cyclically polls the bit semaphore) 

and uses the shareable resource during the average residence time ( t s) of the application in 
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the i-th queuing network (i = 1... M). Thus, the process does not leave the processor, and the 

duration of one stage of execution increases for the time the application stays in the access 

and use phase of the shareable resource ( t p + t s). After using the shareable resource (the 

average time of which is t ks), a new service phase starts, and the process continues the 

phase of calculations on the same processor. 

The process execution ends with the processor release phase (S 0) with probability (1-

), after which the process leaves the processor node. Then the task manager selects 

another task from the ready process queue by loading its context into a free processor, after 

which a new phase of calculations starts for it. Assuming the exponential nature of the time 

distributions of all the indicated phases of the process, we come to the reconfigurable 

computation system network model with the set of shareable resources shown in Fig. 1, 

where the processor node model is represented by a multi-channel queuing network, and 

the service models in critical sections are represented as a single-channel queueing 

network. Requests are selected in FIFO order of receipt.  

 
Figure 1 – The network model of a reconfigurable computation system with process 

synchronization by the spin lock method 
  
  
We suppose that each process creates a simple flow of requests for the use of shareable 

resources, and their service times are exponentially distributed. Then the average residence 

time for one request in the critical section will be [10] 

1-s kst t   ,     (1) 

Where kstks is loading of a critical section by a process requiring access to a 

shared resource; ks  is the intensity of the request flow at the input of the queuing 
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network simulating the procedure for accessing and using shareable resources  ks =  cp  / 

M;  cp is the request flow rate at the input of the processor node cp =
I  / (1 ) . 

The execution time of one unit process in the processor node presented in the network 

model as a multi-channel queuing network will be. 

02

( )
( )

! (1 / )

N

p s

cp p s

t t
t t t

N N N







  


,    (2) 

Where cp pt  is the average number of busy channels in the queuing network in 

the calculation phase; 0 is the probability of the absence of requests in a multi-channel 

queuing network (Martyshkin, 2016a). 

If during the run time, the process would access the shareable resource n times, then 

the number of calculation steps in the processor node will be ( n +1) [8]. The probability of 

the process moving from the calculation phase to the phase of access to the shareable 

resource and its use is  = n / n + 1. The probability of the process moving into the processor 

release phase will be equal to 1 / n + 1, respectively. Then the execution time of a single 

process T in the reconfigurable computation system would be 

( 1) /(1 )cp cpT t n t     ,     (3) 

Figure 2 shows the diagram of the reconfigurable computation system analytical 

model with synchronization of processes by the spin lock method for a single shared 

resource, and Figure 3 shows the diagram for a set of shareable resources (Andrews, 2003). 

  
  

Figure 2 - Diagram of the reconfigurable computation system analytical model with the 
synchronization of processes by the spin lock method for a single shared resource 
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Here 
- S1-Sn - processor nodes; 
- Sn + 1 - shareable resources (semaphore). 

 
Figure 3 - Diagram of the reconfigurable computation system analytical model with the 
synchronization of processes by the spin lock method for many shareable resources 

 
Here: 
- S1-Sn - processor nodes; 
- Sn + 1, Sn + m - semaphores. 

 
  

2. Mathematical model of a reconfigurable computation system using 

synchronization of processes with blocking in the kernel 

This process synchronization strategy uses immediate blocking. At the end of the 

calculation phase, a process with probability  requiring access to i-th shareable resource 

and finding the shareable resource busy, cannot enter its critical section, therefore it is 

blocked by the operating system, freeing the processor where it was running. The duration 

of the calculation phase is t p. Then the task manager selects a new task from the ready-

made process queue by loading its context into the freed processor. After using the 

shareable resource (the average time of which is t ks), a new stage of servicing a previously 

blocked process starts, and the process continues the calculation phase mainly in another 

processor, which will lead to additional time losses due to a cache reboot. It is believed that 

the duration of the scheduling phase is determined by the time of switching the context 

and reloading the cache and is equal to the time value t cw (Martyshkin, 2016c; Martyshkin, 
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2016d). Process execution with probability (1- ) ends with the processor release phase (S 

0), after which the process leaves the processor node. 

The network model is shown in Figure 4. The average time of using a shared resource 

(staying one request in the critical section) will be 
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1 ( ) (1 ) ( )
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t t t t M
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Figure 4 - Network model of a reconfigurable computation system with process 

synchronization by a method of blocking in the kernel 
  

The execution time of a single process in the computational phase is 

02! (1 / )
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The execution time of a single process taking into account the synchronization of 

parallel processes is determined as 

( 1)
1 (1 )

cps s
cp

tnt t
T n t

M M



 
    

 
.    (6) 

 

Figure 5 shows a diagram representing a reconfigurable computation system 

analytical model with process synchronization using the method of locking in the kernel 

(monitor method) for a single shared resource. Figure 6 shows a diagram of n-processor 

reconfigurable computation system based on access to multiple shareable resources using 

the monitor method.  
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Figure 5 - Diagram of the reconfigurable computation system analytical model with process 
synchronization by the method of locking in the kernel for a single shared resource 

  
Here: 
- S1-Sn - processor nodes; 
- Sn + 1 - monitor; 
- On + 2 - the queue of blocked processes 
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Figure 6 - Diagram of the analytical model of the n-processor reconfigurable computation 
system based on access to multiple shareable resources through the monitor method 
  
Here: 
- CPU n - n processor nodes; 
-M - monitor; 
- On n + 2 - the queue of blocked processes. 

  
3. Study of the mathematical models considered 

To evaluate performance losses due to conflicts over access to a shared resource 

(semaphore), an analytical model of n-processor reconfigurable computation system with a 

single shareable resource is considered (Fig.2). A model of n-processor reconfigurable 

computation system with a monitor-based access method is shown in Figure 5. 
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These models are presented in the form of an open stochastic queuing network 

consisting of n (S1,..., Sn) single-channel queuing networks simulating processor nodes and 

a single-channel queuing network (Sn + 1), which simulates one of the access methods to 

the resource (Aliev, 2009). Moreover, the queuing network S0 acts as an external source of 

requests (requests for the execution of processes), which can be formed, for example, by 

user terminals (Kleinrock, 1979a; Kleinrock, 1979b). The queuing network S0 also acts as an 

absorber of requests served by a stochastic network. We assume that the request execution 

time vi in each processor node is exponentially distributed (Fundamentals of 

computational system, 1978).  

The graph of the n-processor reconfigurable computation system transitions is shown 

in Figure 7. 

S0

S1

Sn

Sn+1

p10

pn0

pn,n+1

pn+1,n

pn+1,1

p1,n+1
p01

p0n

 
Figure 7 - Transition graph of the n-processor reconfigurable computation system 

analytic model with multiple shareable resources 
 
Here: 

- S0 - source of requests (terminals generating requests); 

- S1-Sn - n processor nodes; 

- Sn + 1 - semaphores. 

It is believed that applications form the simplest flows of requests, and service times 

follow exponential law. This distribution will make it possible to obtain results that are 

obviously worse than real values, which, in turn, will make it possible to upper-bound 

estimate the obtained results (Martyshkin et al, 2011). 

 

4. Definition of initial data for modelling 

The initial data are formed on the basis of architectural features in which the temporal 

characteristics are different. 

The initial data was formed as follows: 

- based on theoretical data; 
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- based on data obtained as a result of using programs that measure the context 

switching time and semaphore speed. 

Thus, we get that the semaphore access time in user space is 50 μs, the access time to 

the monitor in the kernel space is 250 μs. 

The service time in the processor node is taken from the following calculation: from a 

value commensurate with the minimum semaphore access time to a number much larger 

than the maximum resource access time. In numerical value, we get: from 50 μs to 600 μs. 

In the reconfigurable computation system, when waiting for access to a shared 

resource, the processing time in the processor node increases by an amount equal to the 

latency of the critical resource. Upon that, an unproductive idling of the processor node for 

more than one cycle is likely. To analyse this behaviour of the system, an access control 

model with a single shareable resource was studied, where the service time of the processor 

node increases in each cycle (1) 

11 


nnn Scpcp WVV
  

 (7) 

Initial data: 

- the number of processor nodes in the queuing network K = 4; 

- service time for requests by one processor node  = 50; 600 μs; 

- time for servicing requests with a critical resource  = 50; 250 μs. 

The simulation results are presented in Table 1.
 

  
Table 1 - The simulation results 

Ps Pcp Vs, μs Vcp, μs Ws, μs Wcp, μs 
0.25 0.76 50 600 16.6 336.3 
0.25 0.77 50 616.6 16.6 366.3 
0.25 0.79 50 633.2 16.6 441.3 
0.25 0.81 50 649.8 16.6 535.3 
0.25 0.83 50 666.4 16.6 655.5 
0.25 0.85 50 683 16.6 813 

0.375 0.225 250 600 150 2,8 
0.375 0.28 250 750 150 7.8 
0.375 0.34 250 900 150 18.3 
0.375 0.4 250 1050 150 37.5 
0.375 0.45 250 1200 150 70.1 
0.375 0.5 250 1350 150 123.1 
0.375 0.225 250 600 150 2,8 
0.375 0.28 250 750 150 7.8 
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0.375 0.34 250 900 150 18.3 
0.375 0.4 250 1050 150 37.5 
0.375 0.45 250 1200 150 70.1 
0.375 0.5 250 1350 150 123.1 

0.5 0.125 50 50 50 0,026 
0.5 0.25 50 100 50 0.68 
0.5 0.375 50 150 50 4.48 
0.5 0.5 50 200 50 17.4 
0.5 0.625 50 250 50 53.3 
0.5 0.75 50 300 50 152.8 
0.6 0,03 200 50 299.2 0,0002 
0.6 0.26 200 349.2 299.2 2,8 
0.6 0.49 200 648.4 299.2 50.7 
0.6 0.71 200 947.6 299.2 364.7 
0.6 0.94 200 1246.8 299.2 4130.4 
0.6 > 1 200 1546 299.2   

  
The calculation results of the models showed that the waiting time for the release of 

the monitor is much higher than the waiting time for the semaphore, which increases the 

response time of the reconfigurable computation system; spin lock is the least time-

consuming over the entire range of load changes. 

At the same time, the simulation results confirm that it is most expedient to use 

spin-locking for processes that often turn to a common resource, the processing time of 

which on processor nodes is small. The disadvantage of this method is the cost of pre-

programming, which greatly complicates its use. 

 When using a monitor, it takes a longer time to wait for it to be released, however, 

this method is simpler to use and can be used for processes that have a long processing time 

in the processor node. 

Also, to develop a criterion for choosing the optimal method of access to a single 

shared resource, a study was made of various service times in the processor node and in the 

semaphore. In this case, the ratio of the loading coefficient of the semaphore Ps to the 

loading coefficient of the processor node Pcp was calculated as follows 

cp

s

P
P

Z        (8) 

If we analyse the 4-processor reconfigurable computation system with different 

service times in the processor node and semaphore, and also take into account the 
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conclusions made above, we find that in order to determine the optimal method for 

accessing data, it is necessary that the coefficient Z lie within the limits of 

KZK *1*4,0   (9) 

 
For the 4-processor reconfigurable computation system, 1.6> Z> 4; for the 8-processor 

reconfigurable computation system, 3.2> Z> 8. 

To evaluate performance losses due to conflicts over access to the semaphore, an 

analytical model of n-processor reconfigurable computation system with many shareable 

resources (Fig.3) is considered. The model of n-processor reconfigurable computation 

system with a monitor-based access method is shown in Figure 2. 

The studies were conducted on models with 2 and 4 shareable resources in the 

reconfigurable computation system. 

 

Initial data: 

- the number of processor nodes in the queuing network K = 2... 12 

- the time for servicing requests by one processor node  = 600 μs; 

- the time for servicing requests with a critical resource  = 150 μs. 

The intensity of the request flow during modelling changed as follows: 

0.0000005% * (number of processor nodes). 

The bottleneck in a reconfigurable computation system with 4 shareable resources is 

a critical resource.  With a request flow of 65 * 10-7 requests / μs (the number of processor 

nodes K = 13), the semaphore in the reconfigurable computation system with two critical 

resources does not cope with the number of calls - Ps> 1, the waiting time of the semaphore 

increases sharply. In a reconfigurable computation system with 4 critical resources, the 

load on the semaphore is 2 times lower. 

When the access time to the semaphore is increased from 50 μs to 250 μs, the 

waiting time for the reconfigurable computation system with 2 shareable resources 

increased many times. The load factor also increases, reaching 1 at 8 processor nodes in a 

reconfigurable computation system with Vs = 250 μs, while in a reconfigurable computation 

system with Vs = 50 μs at 8 processor node Ps = 0.2 in a reconfigurable computation system 

with 2 critical resources. 
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In general, the simulation results show that the choice of the most optimal method 

for controlling access to a critical resource, which affects the access time, affects the 

performance of the entire system. 

Formula (9) was obtained above for a model with a single shareable resource. For 

systems with multiple shareable resources, additional analysis is required. To do this, we 

studied the access control model with the single shareable resource, where in each cycle the 

service time of the processor node increases, formula (7) above. 

 

Initial data: 

- the number of processor nodes in the queuing network K= 4; 

- the service time of requests by one processor node  = 50; 600 microseconds; 

- the time for servicing requests with a critical resource  = 50; 250 μs. 

The calculation results for the models showed that the waiting time for the release of 

the monitor is much higher than the waiting time for the semaphore that increases the 

response time of the reconfigurable computation system; spin lock is the least time-

consuming over the entire range of load changes. 

At the same time, the simulation results confirm that it is most expedient to use 

spin-locking for processes that often access to shareable resources, the processing time of 

which on processor nodes is small. The disadvantage of this method is the cost of pre-

programming, which greatly complicates its use. 

When using a monitor, it takes a longer time to wait for it to be released, however, 

this method is simpler to use and can be used for processes that have a long processing time 

in the processor node. 

A study of various service times in the processor node and in the semaphore was also 

made to develop a criterion for choosing the optimal access method for a single shareable 

resource. In this case, the ratio of the loading coefficient of the semaphore Ps to the loading 

coefficient of the processor node Pcp (8) was calculated.  

If to analyse the 4-processor reconfigurable computation systems with different service 

times in the processor node and semaphore, and also take into account the conclusions 

made above, we find that in order to choose the optimal method of accessing data, it is 

necessary that the coefficient Z would lie within the limit 
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nKZnK /*1/*4,0  ,   (10) 

 
Where n is the number of critical resources. 

For a 4-processor system with 2 shareable resources 0.8≤ Z ≤ 2; for a 4-processor 

reconfigurable computation system with 4 resources 0.2 ≤ Z ≤ 1. 

Previously, data were obtained for the system (Biktashev and Martyshkin, 2013), based on 

which the graphs depicted in Figures 8 and 9 were constructed. 

 
Figure 8 - Dependence of the semaphore load factor in the n-processor reconfigurable 

computation system on the number of processor node 

 
Figure 9 - Dependence of the semaphore latency in the n-processor reconfigurable 

computation system on the number of processor node 
  

The graphs show that if there is one semaphore, the maximum number of executed 

processes is no more than 4, since the probability of accessing the semaphore is high, which 
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affects the increase in the wait time for this resource, while this probability decreases with 

the increase in the number of semaphores in the reconfigurable computation system. 

 
Conclusions  

The calculation for the models showed that spin lock method is the least time-

consuming over the entire range of load changes for fixed values of t ks , t cw ,  , and t p. The 

method based on locking in the kernel creates a higher complexity and significantly 

increases the response time (reduces performance) of the reconfigurable computation 

system. 

 

It is known that the reliability of computing process control functions is higher if 

they are implemented in the kernel. However, such an implementation reduces the 

performance of the reconfigurable computation system. To remove the inconsistency and 

ensure high reliability in combination with high performance, a hardware implementation 

of the function for controlling the synchronization of parallel processes in the 

reconfigurable computation system is required. 
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